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Coeounennvie [LImamovr Amepuru

ARHOmMAYUA: NPOAHATUSUPOBAHBL MEMOOUKU MUHUMUZAYUU 00bEMO8 IHEP2ONOmpedNeHUs YyeHMPOs 00pabomKi
OAHHBIX NYMeM NOJYYeHUs: ONMUMATLHBIX NPONOPYUIL MENCOY dNeKMPONompedaIeHuemM CUCIeMbl OXAAHNCOeH U U
suiyucaumenvrou cucmemsl. Iloxasano, umo npobnema 02paHuyeHus dHep2oIPPEKMmuUsHOCMU KaK OCHOBHO20
02paHuMUmMenvbHo2o axmopa 01 pabomvl YeHmMpog 0OpabOmKU OAHHBIX MOdcem Oblmb peuieHa nymem
Paspabomku MOOeIUposanus OUHAMUKY MePMO-npouis cepseprozo 3ana. IIpoananusuposanvl eubpuoHvle
OXNIAOUMENbHBIE CUCEMbL, KOMOpble Ce200Hs. WUPOKO UCNONb3YIOMCA 6 YeHmpax o06pabomKu OaHHbIX.
Bueopenue eubpuonvix cxem mpebyem nposedeHus aHAIU3A CHPYKMYPbL  GUPMYATbHbIX MAWUH U
UCNOTBL308aHUS DONIEe 8bICOKO20 YPOBHS OXNANCOCHUs O11a200aps 6bICOKOU pabouell memMnepamype aKmugHbIX
cepeepos. Paspabomano pewenue 0na onmumusayuu cUGPUOHOU APXUMEKMYPbL OXIANACOCHUS, YMO NO360J1em
oocmuub  oOwell MUHUMU3AYUY NOMePb MOWHOCMU, Y008iemeopsas 6azoevble mMpeOO6aHUs, YKA3AHHbIE 8
coenaweHuu 0b ypogne 00CHyHCUBaHUs yeHmpa oopadbomku Oanuvix. Ilpednoscennoe peuienue 3HAUUMENIbHO
pacwupsiem Y000Cmeo 0XAANCOeHUsT 0Nl YEHMPO8 0OPAOOMKU OAHHLIX, YYUMbBIEAS KIUMAmMuUiecKue yciosus,
HA2py3KU cepeepos, memMnepamypHbulii pexcum cepeepa u apxXumexmypy cUcmemvl oxaaxcoenus cepgepa. bvino
NPOOEMOHCIPUPOBANO, YMO Ol pa3pabomKu MoOenu ONMUMU3ayuy dHepeonompeoneHis HeooX00UMO OYeHUMb
ONMUMATLHBII  PEHCUM  OXNANCOEHUA U MAKCUMATbHOE JHepeonompeobnenue akmueHvlx cepgepos. s
onpedenenus epagpuxa padbomvl dNeMEHMO8 CUCTNEMbL OXTANCOEHU HeOOXOOUMO OYeHUms SHepeonompedieHue
yenmpog 06padbomkyu OaHHblX, 0a308ble pACXoobl, KOIUUECINBO CePEepos, GUPMYANbHLIX MAWUH U UX
pazmewenus. Buino nposedeno cpasnenue mpex mMunog pejicuma OXAANCOeHusi O Yenmpos o6pabomxu
OaHHBIX. (QUKCUPOBAHHDIL MemnepamypHulil pexcum, P-adanmuenvii pescum u PT-aoanmusnuiii pedcum.
DUKCUPOBAHHBLIL PENCUM MEMNEPAMYPbl, KAK 0ObIYHBIL PEXHCUM OXAANHCOEHUS, KOMOPbIU UCHOTb3Yen C80000H0e
OXnaNCOeHUe MONbKO Mo20d, K020a UCXOOHAs MEeMRepamypa Hudice 3a0aHHOU MeMnepamypul, OKA3aacA
Heaghpexmusnvim, mozoa kax P-adanmugnsiii pescum u PT-adanmuenbiii pexicum mo2ym 6bims UCNONb308AHbL 8
pamkax paspabomanuoti memooonozuu. Moodenv oyenxu 3¢ghexmusHocmu pexcuma OXAaxHCOeHUus No360aUNd
pexomendosamv PT-adanmusuyro cxemy, 6 Hauboivbulell cmenenu ONMUMUIUPYEM Npoyecc ROmpedneHus
9Hepaul U YMeHbUIaem 3ampamol Ha NEPEKTIOUeHUe MeHCOY PEHCUMAMU OXTANCOCHUS.

Knrouegvie cnosa: yenmp obpabomku oannvix, nompeodnenue 21eKmposIHepaull, SUPTMyanbHas MAUUNA, PeHCUM
C80000H020  OXNAXHCOCHUS, PEHCUM  INEKMPO-OXNANCOEHUA, pexcum Qurcuposannol memnepamypvl, PT
aoanmueHblll PedCUM.
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Abstract: optimization of data center power utilization by getting a proper proportion of computing and cooling
power consumption reducing was discussed. It was shown that energy-efficiency constraints problem as a main
limiting factor for data centers performance can be solved by thermal modeling and control solutions
development. Hybrid cooling solutions which nowadays widely used in a data centers were analyzed. Hybrid
cooling schemes require to provide analysis of virtual machines structure organization and utilize higher
cooling capability due to the high operating temperature of active servers. Computational and cooling power
consumption optimization solution was developed for hybrid cooling architecture. It allows to achieve overall
power loss minimization with satisfying of service-level agreement requirements. Proposed solution significantly
extends the usability of free cooling for data centers, while it takes into account climate condition, servers’
workload, server room’s temperature profile and server cooling architecture. It was demonstrated that for
development joint power consumption optimization model it is necessary to estimate optimal cooling mode
regime and maximum power consumption of active servers. For determination of chillers work schedule it is
necessary to estimate power consumption of datacenter, cooling mode transition overheads, number of servers,
virtual machines and its placement. There were compared three cooling mode solutions for data centers: fixed
temperature regime, P-adaptive regime and PT-adaptive regime. Fixed temperature regime as conventional
cooling mode which uses free cooling only when output temperature is lower than pre-defined temperature was
proved to be inefficient while P-adaptive regime and PT-adaptive regime was proved to be preferable ones.
Developed model of cooling mode efficiency estimation allowed to recommend PT-adaptive regime as adaptive
mode which jointly optimizes the power consumption and transition overhead.

Keywords: data center, power consumption, virtual machine, free cooling mode, electrical cooling mode, fixed
temperature regime, PT-adaptive regime.

1. Introduction

Data center power utilization level can be optimized by getting a proper proportion of computing and cooling
power consumption reducing. Usually conventional computing power minimization solutions lead to actual CPU
utilization increase and require higher cooling capability in order to work with increased heat density of active
servers. Nowadays hybrid cooling solutions are widely used in a data centers [1-3], which requires to provide
further analysis of virtual machines (VM) structure organization and reduces the chance of using free cooling;
hybrid cooling schemes usually require high cooling capability due to the high operating temperature of active
servers [4-8].

Therefore joint computational and cooling power consumption optimization solution for data centers was
proposed (Figure 1). It was developed for hybrid cooling architecture and allows to achieve overall power loss
minimization with satisfying of service-level agreement (SLA) requirements. Proposed solution significantly
extends the usability of free cooling for data centers having a hybrid cooling architecture. It takes into account all
input parameters of data center server room infrastructure, specifically climate condition, servers’ workload,
server room’s temperature profile and server cooling architecture. Statistics of the climate condition and servers’
workload [9-11, 19] forms artificial neural network (ANN) training dataset and further can be forecasted by
predictive control scheme. In other hand server room’s temperature profile and the dependency between the
server temperature and cooling solutions can be simulated and modeled by standard algorithms [12-18].
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Fig. 1. Joint power consumption optimization scheme for hybrid cooling architecture

To identify the main aspects of the joint power consumption optimization model development, systematic
analysis of recent studies and publications was done. There were analyzed modern cooling solutions for cloud
services [1-3], VM placement schemes and free cooling system check [4-8]. Statistics of the climate condition
and servers’ workload [9-11] allowed forming requirement or predictive control scheme development.
Computational algorithms that can be used for server room’s temperature profile simulation [12-18] were also
discussed.

2. Proposed method

To build joint power consumption optimization model it is necessary to estimate optimal cooling mode
regime and maximum power consumption of active servers. It allows to determine chillers work schedule in
order to have no overheads in terms of power and time. Main parameters to be analyzed are:

e power consumption of datacenter Pp;
cooling mode transition overheads Pr;
number of servers Ng;
number of VMs Ny ;
binary matrix representing VM placement B(i, j);
binary parameter CM which determines cooling mode (CM = 0 for electrical cooling and CM = 1 for
free cooling).

Power consumption of datacenter can be calculated as

Ppe = PCool+PCompa (1)

where Pc,,, refers to power consumption of cooling system and Pc,,,, represents computational power
consumption.

Mathematically the problem solving aspects can be formulated as determining of B(i,j) and CM parameter
by obtaining minimums of objective function of entire power consumption Ps (Figure 2):
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Fig. 2. Mathematical algorithm of joint power consumption scheme for hybrid cooling architecture

It has to be noticed that obtaining minimums of objective function minimum should also include analysis of
boundary conditions for server temperature and server performance.

For boundary conditions estimation on should found T (i) which refers to temperature of i-th server and
probability PR() of actual execution time t, exceeding required execution time tg:

Ts(l) < max
{ SNC
PR(t, > tR) <6
where T** is maximum temperature constraint for data center servers and is § SLA requirement parameter.
Thereby optimization problem can be translated into a bin-packing problem by exploiting the analogy between a
bin and a server.
3. Experimental results and analysis
To simplify developed methodology two-phase algorithm can be proposed. It includes determination of
optimal pair of parameters of cooling regime and active servers’ utilization threshold level {CM; UT*} which
allows to satisfy temperature and performance requirements (3). At the second stage VMs have to be assigned to
servers in order to minimize number of servers. Optimization procedure should be iterated at every predefined
time interval. Thereby equations (2) and (3) could be estimated as:
{ B(i,j) € [0, UFH]; ¢M € [0;1] A
Pz(k)— k+NT1 lk (PCool+ Comp+PT ) ()



and boundary conditions could be defined as:

{ U§* (D) = Ug/Ns

L€ [k k+Ng—1] ®)

{USTH < min (U, UsT(l)), )

VI, 1<a<0

where

- Ny is number of time periods;

PER 1, Phgny and PrR are predicted values of Peooy, Peomyp @nd Prg Values at the I-th time period;

- Uy is the prediction of average user requests normalized with maximum number of user requests for
single server;

- «aisaweighting factor;

- U is maximum acceptable performance loss regime power;

- UL(D is highest utilization satisfying maximum temperature constraint.

Figure 3 shows dependence of the power consumption on the UIH value. Figure demonstrates that total
power consumption at free cooling mode is usually changes in proportion to computing power as Ul increase is
more significant than the cooling power consumption growth. However, the cooling capability of the free
cooling is limited, and maximal value of UT* for this cooling mode is also limited.
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Fig. 3. Dependence of the power consumption on the active servers’ utilization threshold level for free cooling and electrical
cooling regimes

To evaluate the effectiveness of the joint optimization model statistical dataset of CloudSim simulation [19]
was used (Figure 4). There were compared three cooling mode solutions for data centers:

o fixed temperature regime as conventional cooling mode which uses free cooling only when output
temperature is lower than pre-defined temperature (UT? = yine);

e P-adaptive regime as adaptive mode which adjusts the cooling and the utilization threshold to minimize
power consumption of data center;

e PT-adaptive regime as adaptive mode which jointly optimizes the power consumption and transition
overhead.

The highest power consumption savings were observed at comparison of fixed temperature regime and P-
adaptive regime while output temperature was usually higher pre-defined temperature so free cooling mode
utilization was usually impossible. In other hand PT-adaptive regime allowed to use free cooling mode by
lowering the maximum server power consumption.



Comparison of P-adaptive and PT-adaptive regimes has shown almost similar level of power consumption
savings. However, PT-adaptive regime allowed to significantly decrease number of cooling modes transitions by
accounting for the overhead caused by the cooling mode transitions. It is important to notice that the
effectiveness of PT-adaptive gets enhanced as the power consumption proportion of servers gets to be improved.

Normalized power consumption as the power proportionality of servers should be defined as the ratio of the
static power Pg; to the total power consumption Py. For low value of Pg;./P5 can be used free cooling for longer
periods of time due to lower server utilization threshold. Thereby minimal number of active servers can be used
and developed methodology can be used to achieve higher energy-proportionality. Experiments’ simulation
statistics datasets demonstrates that PT-adaptive allows to provide higher level of power consumption savings
for data center infrastructure.
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Fig. 4. Comparison of power utilization of fixed temperature (a) and PT-adaptive (b) cooling modes at temperature regime
“1” (c) and power utilization of P-adaptive (d) and PT-adaptive (e) cooling modes at temperature regime “2” (f)

Thereby energy-efficiency constraints problem as a main limiting factor for data centers performance can be
solved by thermal modeling and control solutions development which have to be considered as key aspect of
power consumption reducing.

4. Conclusions

Key aspects of data center power utilization optimization by getting a proper proportion of computing and
cooling power consumption reducing were analyzed. Energy-efficiency constraints problem have to be be solved
by thermal modeling and control solutions development. While nowadays hybrid cooling solutions are widely
used in a data centers it is important to provide analysis of virtual machines structure organization and utilize



higher cooling capability due to the high operating temperature of active servers. It allows to achieve overall
power loss minimization with satisfying all requirements.

Proposed methodology extends the usability of free cooling for data centers. It takes into account climate
condition, servers’ workload, server room’s temperature profile and server cooling architecture. It was
demonstrated that for development joint power consumption optimization model it is necessary to estimate
optimal cooling mode regime and maximum power consumption of active servers. For determination of chillers
work schedule were estimated power consumption of datacenter, cooling mode transition overheads, number of
servers, virtual machines and its placement. There were compared three cooling mode solutions for data centers:
fixed temperature regime, P-adaptive regime and PT-adaptive regime. Fixed temperature regime was shown as
inefficient one while P-adaptive regime and PT-adaptive regime was proved to be preferable ones. Developed
model of cooling mode efficiency estimation demonstrated preferences of PT-adaptive regime as adaptive mode
which jointly optimizes the power consumption and transition overhead.
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